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Abstract

This paperpresentsa casestudyof the10-GigabitEther-
net(10GbE)adapterfromIntel R




. Speci�cally, withappropri-
ateoptimizationsto thecon�gurationsof the10GbEadapter
andTCP, wedemonstratethatthe10GbEadaptercanperform
well in local-area,storage-area,system-area,andwide-area
networks.

For local-area,storage-area,andsystem-areanetworksin
supportof networksof workstations,network-attachedstor-
age, and clusters, respectively, we can achieve over 7-Gb/s
end-to-endthroughputand12-� send-to-endlatencybetween
applicationsrunningon Linux-basedPCs.For thewide-area
networkin supportof grids, we broke the recently-setInter-
net2Land SpeedRecord by 2.5 timesby sustainingan end-
to-endTCP/IP throughputof 2.38 Gb/sbetweenSunnyvale,
California andGeneva, Switzerland(i.e., 10,037kilometers)
to move over a terabyteof data in lessthan an hour. Thus,
theaboveresultsindicatethat 10GbEmaybea cost-effective
solutionacrossa multitudeof computingenvironments.
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1. Intr oduction

Thirty yearsago in a May 1973memo,RobertMetcalfe
describedthetechnologythatwouldevolveinto today'subiq-
uitous Ethernetprotocol. By 1974, Metcalfe and his col-
league,David Boggs,built their �rst Ethernet;andby 1975,
they demonstratedwhatwasat thetime a dazzling2.94Mb/s
of throughputover the10-Mb/sEthernetmedium.Sincethat
time,Ethernethasproliferatedandevolvedtremendouslyand
hasdoneso in virtual lockstepwith the ubiquitousTCP/IP
(TransmissionControl Protocol/ InternetProtocol)protocol
suitewhich wasstartedat StanfordUniversityin thesummer
of 1973. Today's Ethernetcarries99.99%of Internetpack-
etsandbearslittle resemblanceto theoriginal Ethernet[11].
About the only aspectof the original Ethernetthat still re-
mainsis its packet format.

So, even though the recently rati�ed 10-Gigabit Ether-
net (10GbE)standarddiffersfrom earlierEthernetstandards,
mainly with respectto operatingonly over �ber andonly in
full-duplex mode,it still remainsEthernet,andmoreimpor-
tantly, doesnot obsoletecurrentinvestmentsin network in-
frastructure.Furthermore,the10GbEstandardensuresinter-
operabilitynot only with respectto existing Ethernetbut also
othernetworking technologiessuchasSONET(i.e.,Ethernet
over SONET),thuspaving the way for Ethernet's expanded
usein metropolitan-areanetworks(MANs) andwide-areanet-
works (WANs). Finally, while 10GbEis arguably intended
to easemigration to higher aggregateperformancelevels in
institutionalnetwork-backboneinfrastructures,the resultsin
thispaperwill demonstrate10GbE'sversatilityin amyriadof
computingenvironments.

   Proc. of ACM/IEEE SC 2003: High-Performance Networking and Computing Conference, November 2003.
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Figure 1. Architecture of the 10GbE Adapter

The remainderof the paperis organizedasfollows: Sec-
tion 2 brie�y describesthe architectureof the Intel 10GbE
adapter. Section3 presentsthe local-areanetwork (LAN)
andsystem-areanetwork (SAN) testingenvironments,exper-
iments,andresultsandanalysis,andSection4 doesthesame
for thewide-areanetwork (WAN). Finally, wesummarizeand
concludein Section5.

2. Ar chitecture of a 10GbEAdapter

Therecentarrival of theIntel R



PRO/10GbELRTM server
adapter paves the way for 10GbE to become an all-
encompassingtechnologyfrom LANs and SANs to MANs
andWANs. This �rst-generation10GbEadapterconsistsof
threemajorcomponents:Intel 82597EXTM 10GbEcontroller,
512-KB of �ash memory, andIntel 1310-nmserialoptics,as
shown in Figure1.

The 10GbEcontrollerprovidesan Ethernetinterfacethat
delivers high performanceby providing direct accessto all
memory without using mappingregisters,minimizing pro-
grammedI/O (PIO) readaccessrequiredto managethe de-
vice, minimizing interruptsrequiredto managethe device,
and off-loading the host CPU of simple taskssuchas TCP
checksumcalculations. Its implementationis in a single
chipandcontainsboththemedium-accesscontrol(MAC) and
physical(PHY) layer functions,asshown at the top of Fig-
ure1. ThePHY layer, to the right of theMAC layer in Fig-
ure 1, consistsof an 8B/10B physicalcodingsublayeranda
10-gigabitmediaindependentinterface(XGM II). To theleft
of the MAC layer is a direct-memoryaccess(DMA) engine
andthe “peripheralcomponentinterconnectextended”inter-
face(PCI-X I/F). Theformerhandlesthetransmitandreceive

dataanddescriptortransfersbetweenthehostmemoryandon-
chipmemorywhile thelatterprovidesacompletegluelessin-
terfacetoa33/66-MHz,32/64-bitPCIbusora33/66/100/133-
MHz, 32/64-bitPCI-X bus.

As is already common practice with high-performance
adapterssuchas Myricom's Myrinet [2] and Quadrics'Qs-
Net [17], the10GbEadapterfreesuphost-CPUcyclesby per-
forming certaintasks(in silicon) on behalfof the hostCPU.
In contrastto the Myrinet andQsNetadapters,however, the
10GbEadapterfocuseson hostoff-loadingof certainTCP/IP
tasks1 ratherthanon remotedirect-memoryaccess(RDMA)
and sourcerouting. As a result, unlike Myrinet and Qs-
Net, the10GbEadapterprovidesa general-purpose,TCP/IP-
basedsolutionto applications,asolutionthatdoesnot require
any modi�cation to applicationcodesto achieve high perfor-
mance,e.g.,ashigh as7 Gb/sbetweenend-hostapplications
with anend-to-endlatency aslow as12 � s.

As we will seelater, achieving higherthroughputwill re-
quire either ef�cient of�oading of network tasksfrom soft-
wareto hardware(e.g.,IETF's RDMA-over-IP effort, known
as RDDP or remotedirect dataplacement[19]) and/orsig-
ni�cantly faster machineswith large memory bandwidth.
Achieving substantiallyhigherthroughput,e.g.,approaching
10Gb/s,will not bepossibleuntil thePCI-X hardwarebottle-
neckin a PCis addressed.Currently, thepeakbandwidthof a
133-MHz,64-bitPCI-X busin aPCis 8.5Gb/s(seeleft-hand
sideof Figure1),whichis lessthanhalf the20.6-Gb/sbidirec-
tional datarate(seeright-handsideof Figure1) that theIntel
10GbEadaptercansupport.

1Speci�cally, TCP& IP checksumsandTCPsegmentation.



3. LAN/SAN Tests

In this section,we presentourLAN/SAN experimentalre-
sultsandanalysis.Theresultshereshow thatwe canachieve
over 7 Gb/sof throughputand12-� s end-to-endlatency with
TCP/IP.

3.1. TestingEnvir onments

Weevaluatetheperformanceof theIntel 10GbEadapterin
threedifferentLAN/SAN environments,asshown in Figure2:

(a) Direct single�o w betweentwo computers
connectedback-to-backvia acrossovercable,

(b) Indirectsingle�o w betweentwo computers
througha FoundryR




FastIronTM 1500switch,
(c) Multiple �o ws throughtheFoundryFastIron

1500switch,

wherethecomputersthathostthe10GbEadaptersareeither
Dell R




PowerEdgeTM 2650 (PE2650)servers or Dell Pow-
erEdge4600(PE4600)servers.

(Recently, wehavealsoconductedadditionalback-to-back
testson computersystems,providedby Intel, with a slightly
fasterCPUandfront-sidebus(FSB).Giventhatwe only had
thesesystemsfor a few days,we merelyusetheresultsfrom
thesesystemsfor anecdotalpurposesas well as a “sanity-
check” on our moreexhaustive testson the Dell PowerEdge
servers.2)

EachPE2650containsdual 2.2-GHzIntel XeonTM CPUs
running on a 400-MHz front-side bus (FSB), using a
ServerWorksR




GC-LE chipsetwith 1 GB of memoryanda
dedicated133-MHzPCI-X bus for the10GbEadapter. The-
oretically, this architecturalcon�guration provides25.6-Gb/s
CPUbandwidth,upto 25.6-Gb/smemorybandwidth,and8.5-
Gb/snetwork bandwidthvia thePCI-X bus.

EachPE4600containsdual2.4-GHzIntel XeonCPUsrun-
ningona400-MHzFSB,usingaServerWorksGC-HEchipset
with 1 GB of memoryanda dedicated100-MHz PCI-X bus
for the10GbEadapter. This particularcon�gurationprovides
theoreticalbandwidthsof 25.6-Gb/s,51.2-Gb/s,and6.4-Gb/s
for theCPU,memory, andPCI-X bus,respectively.

(Thesystemsprovidedby Intel containdual2.66-GHzIn-
tel Xeon CPUs running on a 533-MHz FSB, using Intel's
E7505chipsetwith 2 GB of memoryand a dedicated100-
MHz PCI-X bus for the 10GbEadapter. This architecture
provides theoreticalbandwidthsof 34-Gb/s,25.6-Gb/s,and
6.4-Gb/sfor theCPU,memory, andPCI-X bus,respectively.)

In additionto theabove hosts,we usea FoundryFastIron
1500switch for both our indirect single-�ow andmulti-�o w
tests.In thelattercase,theswitchaggregatesGbEand10GbE

2We alsohave even morepromising(but again,preliminary)10GbEre-
sultsona1.5-GHzItanium-II system.
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Figure 2. LAN/SAN Testing Envir onments

streamsfrom (or to) many hostsinto a 10GbEstreamto (or
from) asinglehost.Thetotalbackplanebandwidth(480Gb/s)
in theswitchfar exceedstheneedsof our testsaseachof the
two 10GbEportsis limited to 8.5Gb/s.

Fromasoftwareperspective,all theabovehostsruncurrent
installationsof DebianLinux with customizedkernelbuilds
and tunedTCP/IP stacks. Speci�c kernelsthat we usedin-
clude2.4.19,2.4.19-ac4,2.4.19-rmap15b,2.4.20,and2.5.44.
Becausethe performancedifferencesbetweenthesevarious
kernelbuilds prove negligible, we do not report the running
kernelversionin any of theresults.

3.2. Experiments

In this paper, our experimentsfocus on the performance
of bulk datatransfer. We usetwo tools to measurenetwork
throughput— NTTCP[16] andIperf [8] — andnotethatthe
experimentalresultsfrom thesetwo tools correspondto an-
otheroft-usedtool callednetperf [14].

NTTCP and IPerf work by measuringthe time required
to senda streamof data. Iperf measuresthe amountof data
sentover a consistentstreamin a settime. NTTCP, a ttcp



variant,measuresthe time requiredto senda setnumberof
�x ed-sizepackets. In our tests,Iperf is well suitedfor mea-
suringraw bandwidthwhile NTTCPis bettersuitedfor opti-
mizing theperformancebetweentheapplicationandthenet-
work. As ourgoalis to maximizeperformanceto theapplica-
tion, NTTCP providesmorevaluabledatain thesetests.We
thereforepresentprimarily NTTCP datathroughoutthe pa-
per. (Typically, theperformancedifferencebetweenthetwo is
within 2-3%. In no casedoesIperf yield resultssigni�cantly
contraryto thoseof NTTCP.)

To estimatethe end-to-endlatency betweena pair of
10GbEadapters,we useNetPipe[15] to obtainan averaged
round-triptime over several single-byte,ping-pongtestsand
thendivideby two.

To measurethememorybandwidthof ourDell PowerEdge
systems,we useSTREAM [10].

To estimatetheCPUload acrossour throughputtests,we
sample/proc/loadavg at � ve- to ten-secondintervals.

And �nally , to betterfacilitatetheanalysisof datatransfers,
wemakeuseof two tools,tcpdump [21] andMAGNET[6].
tcpdump is commonlyavailableandusedfor analyzingpro-
tocolsat thewire level. MAGNET is a publicly availabletool
developedin part by the co-authorsfrom Los Alamos Na-
tional Laboratory. MAGNET allowed us to traceandpro�le
the pathstaken by individual packetsthroughthe TCP stack
with negligible effecton network performance.By observing
a randomsamplingof packets,we wereableto quantifyhow
many packetstake eachpossiblepath,the costof eachpath,
and the conditionsnecessaryfor a packet to take a “f aster”
path. (We notethat this is just oneof many possibleusesfor
MAGNET.)

3.3. Experimental Results

This sectionpresentsanabridgedaccountof theoptimiza-
tions that we implementedto achieve greaterthan4 Gb/sof
throughputfor a singleTCP/IP �o w betweena pair of low-
end2.2-GHzDell PE2650s.For a morein-depthdiscussion
of eachoptimizationstep,we referthereaderto [7].

We begin our experimentswith a stockTCP stack. From
this startingpoint, we implementoptimizationsone by one
to improve network performancebetweentwo identicalDell
PE2650sconnectedvia 10GbE,asshown in Figure2(a).

ThemorecommondeviceandTCPoptimizationsresultin
little to no performancegains. Theseoptimizationsinclude
changingvariablessuchasthedevice transmitqueuelengths
andtheuseof TCPtimestamps.

3.3.1 Bandwidth

Before commencingour formal testing, we tune the TCP
window sizes by calculating the ideal bandwidth-delay
productandsettingthe TCP window sizesaccordingly[22].

Running in a LAN or SAN, we expect this product to be
relatively small, even at 10GbEspeeds.The initial latency
numbersthat we observed are 19 � s running back-to-back
and 25 � s running through the Foundry switch. At full
10GbE speed,this results in a maximum bandwidth-delay
product of about 48 KB, well below the default window
settingof 64 KB. At observedspeeds,themaximumproduct
is well underhalf of thedefault. In eithercase,thesevalues
arewithin thescopeof thedefaultmaximumwindow settings.

StockTCP
We begin with single-�ow experimentsacrossapairof un-

optimized(stock)Dell PE2650susingstandard1500-byteand
9000-byte(jumboframe)maximumtransferunits(MTUs). In
their stock (i.e., default) con�gurations, the dual-processor
PE2650shave a standardmaximumPCI-X bursttransfersize
— controlledby themaximummemoryreadbytecount(MM-
RBC) register — of 512 bytesand run a symmetricmulti-
processing(SMP) kernel. In eachsingle-�ow experiment,
NTTCP transfers32,768packets ranging in size from 128
bytesto 16 KB at incrementsrangingin sizefrom 32 to 128
bytes.

Figure3 shows the baselineresults. Using a larger MTU
size produces40-60% better throughputthan the standard
1500-byteMTU. For 1500-byteMTUs, the CPU load is
approximately0.9 on both the sendandreceive hostswhile
the CPU load is only 0.4 for 9000-byteMTUs. We observe
bandwidthpeaksat 1.8 Gb/swith a 1500-byteMTU and2.7
Gb/swith a9000-byteMTU.
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StockTCP + Incr easedPCI-X Burst Size
Next, we increasethePCI-X burst transfersize(i.e.,MM-

RBC register) from 512 bytesto 4096bytes. Although this
optimizationonly producesa marginal increasein throughput
for 1500-byteMTUs, it dramaticallyimprovesperformance



with 9000-byteMTUs. The peak throughputincreasesto
over3.6Gb/s,a throughputincreaseof 33%over thebaseline
case,while theaveragethroughputincreasesto 2.63Gb/s,an
increaseof 17%.TheCPUloadremainsrelatively unchanged
from thebaselinenumbersreportedabove.

StockTCP + Incr easedPCI-X Burst Size+ Unipr ocessor
At thepresenttime, theP4XeonSMParchitectureassigns

eachinterrupt to a single CPU insteadof processingthem
in a round-robin manner betweenCPUs. Consequently,
our next counterintuitive optimization is to replace the
SMP kernel with a uniprocessor(UP) kernel. This change
furtherimprovesaveragethroughputfor 9000-byteMTUs by
approximately10% to 2.9 Gb/s. For 1500-byteMTUs, the
averageand maximum throughputsincreaseby about25%
and 20% to 2.0 Gb/s and 2.15 Gb/s, respectively. In addi-
tion, theCPUloadwasuniformly lowerthanin theSMPtests.

TCP with OversizedWindows + Incr easedPCI-X Burst
Size+ Unipr ocessor

Though we calculated that the default window sizes
were much larger than the bandwidth-delayproduct, we
improve throughputfurther by setting the window size to
be four times larger than the default setting (and roughly
ten times larger than the actual bandwidth-delayproduct).
That is, we set the receive socket buffer to 256 KB in
/proc/sys/net/ipv4/tcp rmem. With a 256-KB
socketbuffer, thepeakbandwidthincreasesto 2.47Gb/swith
1500-byteMTUs and 3.9 Gb/s with 9000-byteMTUs, as
shown in Figure 4. A detaileddiscussionof this particular
optimizationwill bepresentedin Section3.5.1.

Tuning the MTU Size
We achieve even better performancewith non-standard

MTU sizes.Figure5 showsthatthepeakbandwidthachieved
is 4.11Gb/swith an8160-byteMTU.3 This result is a direct
consequenceof Linux's memory-allocationsystem. Linux
allocatesmemoryfrom pools of “power-of-2” sizedblocks,
An 8160-byteMTU allows an entirepacket, i.e., payload+
TCP/IP headers+ Ethernetheaders,to �t in a single 8192-
byte block whereasa 9000-byteMTU requiresthe kernel to
allocatea16384-byteblock,thuswastingroughly7000bytes.

The above discussionleadsus to our next logical step—
usingthe largestMTU that the Intel 10GbEadaptercansup-
port,namely16000bytes.With a 16000-byteMTU, thepeak
throughputachieved is 4.09 Gb/s, virtually identical to the
8160-byteMTU case.However, theaveragethroughputwith
thelargerMTU is clearlymuchhigher, asshown in Figure5.
Thesurprisinglymarginal increasein throughputis dueto the
sender's congestionwindow arti�cially limiting throughput,
asdiscussedin moredetailin Section3.5.1.It is worthnoting

38160-byteMTUs canbeusedin conjunctionwith any hardwarethatsup-
ports9000-byteMTUs.
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thatlargerMTUs, andconsequently, largerblocksizesarenot
without consequences.Using largerblocksplacesfar greater
stresson the kernel's memory-allocationsubsystembecause
it is generallyharderto �nd thecontiguouspagesrequiredfor
thelargerblocks.

(Note: As points of reference, Figure 5 also labels
the theoreticalmaximum bandwidthsfor Gigabit Ethernet,
Myrinet [12, 13], andQsNet[17]. A moredetaileddiscussion
of theseinterconnectsversus10-GigabitEthernetis presented
in Section3.5.4.)

3.3.2 Latency

Althoughourexperimentsdid notfocusonoptimizationswith
respectto latency, weareacutelyawarethatlow latency iscrit-
ical for scienti�c applicationssuchasglobal climatemodel-



ing [24]. Therefore,we reportour preliminarylatency results
here,demonstratehow end-to-endlatency canbe improved,
andsuggestotheravenuesfor improvement.

Ourlatency measurements,runningNetPipebetweenapair
of 2.2-GHzDell PowerEdge2650s,produce19-� send-to-end
latency when the machinesare connectedback-to-backand
25-� send-to-endlatency whengoingthroughtheFoundryFa-
stIron 1500switch. As the payloadsize increasesfrom one
byte to 1024bytes,latenciesincreaselinearly in a stepwise
fashion,asshown in Figure6. Over theentirerangeof pay-
loads,theend-to-endlatency increasesatotalof 20%suchthat
theback-to-backlatency is 23 � s andtheend-to-endlatency
throughtheswitchis 28 � s.

To reducetheselatency numbersevenfurther, particularly
for latency-sensitive environments,we trivially shave off an
additional5 � s (i.e., down to 14-� s end-to-endlatency) by
simply turningoff a featurecalledinterrupt coalescing(Fig-
ure 7). In our bandwidthtestsandthe above latency testsin
Figure6, we hadcon�gured the10GbEadapterswith a 5-� s
interruptdelay. This delayis theperiodthat the10GbEcard
waits betweenreceiving a packet andraisingan interrupt to
signalpacket reception.Sucha delayallows multiple packet
receptionsto becoalescedinto a singleinterrupt,thusreduc-
ing theCPUloadon thehostat theexpenseof latency.

From the perspective of the host system,newer versions
of Linux (which we have yet to test) implementa New API
(NAPI) for network processing.This NAPI allows for better
handlingof network adapters(or network interfacecards)that
supporthardware-basedinterruptcoalescingbycoalescingthe
software processingof packets from the network adapter's
ring buffer. The olderAPI queueseachreceivedpacket sep-
arately, regardlessof whethermultiple packets are received
in a single interrupt,resultingin wastedtime in an interrupt
context to processeachindividual packet. In the NAPI, the
interruptcontext only queuesthe fact that packetsareready
to beprocessedandschedulesthepacketsto bereceivedfrom
the network interfacecard later, outsidethe scopeof the in-
terruptcontext. This approachprovidestwo major bene�ts:
(1) lesstime spentin an interrupt context and (2) more ef-
�cient processingof packets,which ultimately decreasesthe
loadthatthe10GbEcardplacesonthereceiving host.(In sys-
temswherethehostCPUis a bottleneck,it would alsoresult
in higherbandwidth.)

Newer versionsof Linux alsosupportTCP Segmentation
Of�oad (TSO, also known as Large Send),anotherof�oad
featuresupportedby Intel's 10GbEadapters.TSOallows the
transmittingsystemto usea large (64 KB) “virtual” MTU.
The 10GbEcard then re-segmentsthe payloadinto smaller
packets for transmission. As the NAPI doesfor receiving
systems,the implementationof TSOshouldreducetheCPU
loadontransmittingsystems,andin many cases,will increase
throughput.
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3.4. AnecdotalResults

In addition to the more thorough experimental results
above, we have preliminaryresultson machinesthatwe had
very limited accessto. The �rst setof thesemachines,pro-
vided by Intel and describedbrie�y in Section3.1, primar-
ily differ from the Dell PE2650sby having dual 2.66-GHz
CPUsanda533-MHzFSB.Theessentially“out-of-box” per-
formanceof the10GbEadapterson thesemachineswas4.64-
Gb/sin a back-to-backcon�guration. (It is worth notingthat
this performancerequiredTCPtimestampsto bedisabledbe-
causeenablingtimestampsreducedthroughputby approxi-
mately 10%. The reasonfor this behavior is explained in
Section3.5.2).Latency numbersbetweenthesemachinesap-
pearedto beup to 2 � s lessthanthoseseenbetweentheDell
PE2650s,indicatingthat end-to-endlatenciescould reachas
low as12 � s.



We alsohave anecdotal10GbEresultsfor a 1-GHzquad-
processorItanium-II system. Speci�cally, multiple 1GbE
clientswereaggregatedthrougha 10GbEswitch into a sin-
gle 1-GHz quad-processorItanium-II systemwith a 10GbE
adapter. Performingthe sameset of optimizations,as de-
scribedabove,on theItanium-II systemproducesa unidirec-
tional throughputof 7.2Gb/s.

3.5. Discussionof LAN/SAN Results

This subsectionpresentsa more detailedanalysisof our
experiments,proposeswaysto improve performancefurther,
andputsour 10GbEresultsin context with respectto other
network interconnects.

3.5.1. LAN/SAN TCP Windows

Backin Section3.3,the“9000-byteMTU” throughputresults
in Figure3 showed a marked dip for payloadsizesbetween
7436and8948bytes(aswell asaseriesof smaller, but higher
frequency, dipsacrossall payloadsizes).Evenoptimizingthe
PCI-X burst transfersizeandusinga uniprocessorkerneldid
not eliminatethe marked dip; however, oversizingthe TCP
windowsdid eliminatethemarkeddip, asshown in Figure4.

Using tcpdump andby monitoring the kernel's internal
statevariableswith MAGNET, we tracethecausesof thisbe-
havior to inef�cient window useby both the senderandre-
ceiver. Brie�y , the throughputdipsarea resultof (1) a large
MaximumSegmentSize(MSS4) relative to theidealwindow
sizeand (2) Linux's TCP stackkeepingboth the advertised
andcongestionwindowsMSS-aligned.5

On the receive side, the actualadvertisedwindow is sig-
ni�cantly smallerthan the expectedvalueof 48 KB, ascal-
culated in Section 3.3. This behavior is a consequence
of Linux's implementationof the Silly Window Syndrome
(SWS)avoidancealgorithm[3]. Becausetheadvertisedwin-
dow is keptalignedwith the MSS, it cannotbe increasedby
small amounts.6 The larger that the MSS is relative to the
advertisedwindow, theharderit becomesto increasethead-
vertisedwindow.7

On the senderside, performanceis similarly limited be-
causethecongestionwindow iskeptalignedwith theMSS[1].
For instance,with a 19-� s latency, the theoreticalideal win-
dow sizefor 10GbEis about48 KB. With a 9000-byteMTU
(8948-byteMSS with options), this translatesto about 5.5
packetsperwindow. Thus,neitherthesendernor thereceiver
cantransfer6 completepackets;bothcandoatbest5 packets.
Thisimmediatelyattenuatestheidealdatarateby nearly17%.

4Looselyspeaking,MSS= MTU – packet headers.
5Linux is not uniquein this behavior; it is sharedby mostmodernTCPs.
6The window is aligned by �
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. This rounds the window down to
thenearestincrementof MSSbytes.

7Wenotethatthis is actuallyanargumentfor not increasingtheMTU size.

The effect can be even more severe with smaller
bandwidth-delayproducts,asshown in Figure8. Sucha situ-
ationcanariseoneitherthesendor receiveside.We describe
thesend-sidecaseasit is easierto understand— thetheoreti-
cal(or ideal)window sizeis ahardlimit thatthesendercannot
exceed(e.g., 26 KB in Figure 8). Becausethe congestion-
controlwindow mustbeMSS-alignedon thesenderside,the
actualcongestion-controlwindow is only 18KB, or 31%less
thantheallowable26-KB window.

Best possible
window
due to MSS

Theoretical
(~26KB)
or advertised
window

~9K MSS

~9K MSS

~9K MSS

Figure 8. Ideal vs. MSSallo wed Windo w

In additionto theaboveinef�ciencies,thefull socket-buffer
memory(asallocatedfor window useby thekernel)onthere-
ceive maynever beavailableto beadvertisedasthewindow.
That is, althoughthewindow that thereceiver advertisesis a
function of the availablebuffer memory, thereis no require-
ment that this availablebuffer memorybe a multiple of the
MSS.As aresult,theamountof memorythatis notamultiple
of theMSSis simplywasted.

To furthercomplicatematters,theMSSis not necessarily
constantbetweencommunicatinghosts,i.e.,thesender'sMSS
is no necessarilyequalto the receiver's MSS.Why is this an
issue?Considera senderMSS of 8960bytesanda receiver
MSSof 8948bytesandlet the receiver have 33,000bytesof
availablesocket memory.8 Thereceiver will thenadvertisea
window of 5�687:9);=<�<�>�>>

?�@�A	?

�CB=D-EFBHGJI=KMLB-E=E bytes,or 19% less
thantheavailable33,000bytes. With a senderMSSof 8960
bytes,themaximumsizethat thecongestionwindow canbe,
dueto thefactthatthecongestionwindow mustbekeptMSS-
aligned,is 5N687:9);=OP

?�AA

?@�A

>

�=B=D=E�QCGSRUT�LD�I-Q bytes,or 33%lessthan
thereceiver'sadvertisedwindow andnearly50%smallerthan
the actualavailablesocket memoryof 33,000bytes. If win-
dow scalingis used(asis becomingmoreprevalentwith the
proliferationof gigabit-per-secondnetworks in thewide-area
network), thesituationis exacerbatedevenfurtherbecausethe
accuracy of the window diminishesas the scalingfactor in-

8We frequentlyobserve sucha situation,i.e., the senderusing a larger
MSSvaluethanthe receiver, in our tests.This is apparentlya resultof how
thereceiver estimatesthesender'sMSSandmightwell beanimplementation
bug.



creases.Evenwithoutscaling,in thisexample,thesenderand
receiver arebotharti�cially limiting thebandwidthby a total
of nearly50%.

To overcometheaboveproblems,network researchersrou-
tinely (andin many cases,blindly) increasethedefaultsocket
buffer sizeseven further until performanceimproves. How-
ever, this is a poor “band-aid” solution in general. There
shouldbeno needto setthesocket buffer to many timesthe
ideal window size in any environment; in a WAN environ-
ment,settingthe socket buffer too large canseverely impact
performance,asnotedin Table1. Furthermore,thelow laten-
ciesandlarge MSS in LAN/SAN environmentsarecontrary
to this “conventionalwisdom” of settingthe window/buffer
sizesolarge. In addition,theabovesolutiondoesnot prevent
the senderfrom being arti�cially limited by the congestion
window, asnotedearlier. Bettersolutionsmight includethe
following:

� Modifying the SWSavoidanceandcongestion-window
algorithmsto allow for fractionalMSSincrementswhen
thenumberof segmentsperwindow is small.

� Making“better” (or at least,moreconservative)adaptive
calculationsof theMSSon thereceiveside.

� Allowing thesenderto incrementallydecreasetheMSS
if thecongestionwindow is lockedin asteadystate.

In summary, althoughlarger MTUs tend to improve net-
work throughputand reduceCPU load, they magnify prob-
lems that werenot asapparentwith the standard1500-byte
MTU, particularly in a LAN/SAN environment. Speci�-
cally, a large MSS relative to the ideal window size (as
in a LAN/SAN) and TCP's “enforcement”of MSS-aligned
windows results in lower-than-expected,highly-�uctuating
throughput.

(Interestingly, we �rst raninto theseproblemswhenwork-
ing with IP overtheQuadricsinterconnect.Theproblemman-
ifesteditself to a lesserextent dueto the lower dataratesof
QuadricsQsNet(3.2 Gb/s). However, as latency decreases,
bandwidth increases,and perhapsmost importantly, MTU
sizeincreases[9], thisproblemwill only exacerbateitself fur-
ther.)

3.5.2. Analysis of PerformanceLimits

Giventhatthehardware-basedbottleneckin theDell PE2650s
is thePCI-X busat8.5Gb/s,thepeakthroughputof 4.11Gb/s
is only abouthalf theratethatweexpect.

In all of our experiments, the CPU load remains low
enoughto indicatethat theCPU is not a primary bottleneck.
This is supportedby the fact that disablingTCP timestamps
on the PE2650syields no increasein throughput;disabling
timestampsgivestheCPUmoretime for TCPprocessingand
shouldthereforeyield greaterthroughputif the CPU werea

bottleneck.Furthermore,by moving from 1500-to 9000-byte
MTUs, we typically expecta performanceincreaseof 3x-6x
if theCPUwerethebottleneck.Our resultsshow anincrease
of only 1.5x-2x.

It is possiblethat the inherentcomplexity of the TCP re-
ceive path(relative to the transmitpath)resultsin a receive-
path bottleneck. In addition, while we have anecdotalevi-
dencethattheServerWorksGC-LE chipsetis capableof sus-
taining better than 90% of the PCI-X bandwidthit hasnot
beencon�rmed. In short,both theTCP receive pathandthe
actualPCI-X bus performancearepotentialbottlenecks.To
evaluateboth, we conductmulti-�o w testingof the 10GbE
adaptersthroughour Foundry FastIron1500 switch. These
tests allow us to aggregate nearly 16 Gb/s from multiple
1GbE-enabledhoststo oneor two 10GbE-enabledhosts(or
viceversa).

In the �rst setof tests,we transmitto (or from) a single
10GbEadapter. Thesetestsidentify bottlenecksin thereceive
path,relativeto thetransmitpath,bymultiplexingtheprocess-
ing requiredfor onepathacrossseveralmachineswhile keep-
ing theaggregatedpathto (or from) a single10GbE-enabled
Dell PE2650constant.Theseresultsunexpectedlyshow that
thetransmitandreceivepathsareof statisticallyequalperfor-
mance.Giventherelativecomplexity of thereceivepathcom-
paredto thetransmitpath,weinitially expectto seebetterper-
formancewhenthe10GbEadapteris transmittingto multiple
hoststhanwhenreceiving from multiplehosts.Previousexpe-
rienceprovidesa likely explanationfor this behavior. Packets
from multiple hostsaremorelikely to bereceivedin frequent
burststhanarepacketsfrom asinglehost,allowing thereceive
pathto bene�t from interruptcoalescing,therebyincreasing
thereceive-sidebandwidthrelative to transmitbandwidth.9

Multiplexing GbE�o wsacrosstwo 10GbEadapterson in-
dependentbusesin asinglemachineyieldsresultsstatistically
identicalto thoseobtainedusinga single10GbEadapter. We
canthereforerule out thePCI-X busasa primarybottleneck.
In addition, this testalsoeliminatesthe 10GbEadapterasa
primarybottleneck.

UsingtheDell PE4600sandIntel-provideddual2.66-GHz
systems,we determinethatmemorybandwidthis nota likely
bottleneckeither. The PE4600susethe GC-HE chipset,of-
fering a theoreticalmemory bandwidth of 51.2 Gb/s; the
STREAM [10] memorybenchmarkreports12.8-Gb/smem-
ory bandwidthon thesesystems,nearly50%betterthanthat
of theDell PE2650s.Despitethis highermemorybandwidth,
we observe no increasein network performance.Thereare,
unfortunately, enougharchitecturaldifferencesbetweenthe
PE2650andPE4600thatfurtherinvestigationis required.

The Intel-providedsystems,however, furthercon�rm that
memorybandwidthis not a likely bottleneck.STREAM re-
sults for the PE2650sandIntel-providedsystemsarewithin
a few percentof eachother. However, theIntel-providedsys-

9This con�rms resultsin [4], albeitby very differentmeans.



temsachieved4.64Gb/swith virtually nooptimizationswhile
theheavily optimizedPE2650sonly reached4.11Gb/s. This
differencein performance,better than 13%, cannotbe ac-
countedfor by differencesin the memorybandwidthalone.
A morelikely, but related,explanationis thechangein front-
sidebus (FSB) speed.Furtherinvestigationis needed,how-
ever, beforemakingsucha conclusion.

All of the above resultsare supportedby Linux's packet
generator. The packet generatorbypassesthe TCP/IP and
UDP/IPstacksentirely. It is a kernel-level loop thattransmits
pre-formed“dummy” UDP packets directly to the adapter
(that is, it is single-copy). We observe a maximumband-
width of 5.5Gb/s(8160-bytepacketsatapproximately88,400
packets/sec)onthePE2650swhenusingthepacketgenerator.
This rateis maintainedwhenadditionalload is placedon the
CPU,indicatingthattheCPUis notabottleneck.Becausethe
packet generatoris single-copy (asopposedto the IP stack's
triple-copy), memorybandwidthis not a limit to its perfor-
mance. Our observed TCP bandwidth,which is not single-
copy, is about75% of the packet generatorbandwidth. It is
reasonableto expect,however, that the TCP/IPstackwould
attenuatethe packet generator's performanceby about25%.
While this doesnot demonstratively rule out memoryband-
width asabottleneck,it doesindicatethetheobservedperfor-
manceis in line with whatweshouldexpectwerethememory
bandwidthnotabottleneck.

Overall,weareleft to believethatthehostsoftware'sabil-
ity to move databetweenevery componentin the systemis
likely the bottleneck. Given that the Linux kernel's packet
generatorreportsa maximum total bandwidthof approxi-
mately5.5 Gb/son the PE2650s,this movementof dataat-
tenuatesthroughputby 3 Gb/s(i.e.,8.5Gb/s- 5.5Gb/s)andis
theprimarybottlenecktowardachieving higherperformance.

3.5.3. Breaking the Bottlenecks

To improve network performance,contemporarynetwork
adaptersprovide variousmeansfor reducingthe load on the
hostoperatingsystemandhardware. Thesemethods,often-
timesreferredto as“of �oad” techniques,attemptto movenet-
workingtasksfrom thehostprocessorto theadapter. A few of
thesetechniqueshavebeendiscussedabove,e.g.,TSO,check-
sumof�oading, andinterruptcoalescing.While eachof these
techniquesdooffer measurableperformancegains,theirmain
bene�t is in decreasingthe loadon thehostCPU ratherthan
substantiallyimproving throughputandend-to-endlatency.

However, in all of ourexperiments,wehaveseenthatCPU
load is not the primary bottleneck. Thus, the hostsystem's
bandwidthis morelikely I/O-limited thanCPU-limited. So,
thekey to improving bandwidthis to eitherimprove thehost
system'sability to movedata,decreasetheamountof datathat
needsto be moved,or decreasethenumberof timesthat the
dataneedsto bemovedacrossthememorybus[18, 19].

Thetwo prevailing approachestowardsimproving TCP/IP
performanceare TCP of�oad engines(TOEs) and RDMA
overIP [19]. Theformerwill of�oad theentireTCPstackinto
thesilicon of thenetwork adapterwhile the latter will lever-
agetheuseof a processoron thenetwork adapterto run TCP
softwareandenabledirect dataplacementfrom the network
adapterinto applicationspace(RDMA over IP), thuselimi-
natingexcessivecopying acrossthememorybusandvirtually
eliminatingprocessingloadfrom thehostCPU.

It is our belief that TOE is not the best solution for a
general-purposeTCP. Many previousattemptsatTOEengines
failed becausedesignand implementationerrors are virtu-
ally impossibleto changeoncethey are castin silicon (un-
lessan FPGA, �eld-programmablegatearray, or other�eld-
upgradableprocessoris used).In a TOE,theTCPimplemen-
tationis effectively hiddenfrom thehostCPUsoftware,mak-
ing it dif�cult to interfacewith. Hardwaredesignandproduc-
tion costsaresigni�cantly larger thanwith so-called“dumb”
adapters. Most importantly, the adaptermust still transfer
dataacrossthe memoryandI/O buses,introducinga poten-
tial sourceof dataerrors,errors that a TOE has no way to
detector correct.

Our experiencehasshown that hardwarecanhave design
defectsthat lead to dataerrors. In high-loadenvironments,
heat,highbit rates,or poorhardwaredesignsoftencontribute
in errorratesfar higherthanpredictedby hardwaremanufac-
turers[20]. This is especiallythe casewith “bleedingedge”
and other high-performancehardware. For instance,in our
educatedopinion, received TCP datashouldnot be check-
summedin the adapter;ratherthey mustbe computedonce
the datahasreachedthe system's main memory. Unfortu-
nately, currentproposalsfor TOEsperformchecksumsin the
adapter.

Ratherthanimplementa completeTOE,we would like to
seean implementationof a TCP header-parsingengine,e.g.,
a la ST [18]. Brie�y , suchan enginewould usea hashta-
ble of establishedsocketsto transferthepayloadof incoming
packetsdirectly into usermemory. Theheaderswouldthenbe
passedon to thekernelfor normalprocessing.In theeventof
out-of-orderpackets,or otherTCPcircumstancesthatcannot
behandledona fastpath,theadapterpassestheentirepacket
on to thekernelfor traditionalprocessing.

Suchan implementationrequiresa small amountof logic
andbuffer memoryon the adapteritself aswell asa simple
interfacefor interactingwith thekernel.Furthermore,thisap-
proachkeepsthe TCP logic on the host while allowing the
adapterto transferthe payload. It also isolatesTCP from
hardware-dependentdesigndecisionsandallows for an easy
upgrade,maintenance,anddevelopmentpathfor theTCP.

An additionalpossibility thatwe hopeto seeimplemented
in the future is the placementof network adapterson the
Memory Controller Hub (MCH), typically found on the
Northbridge. Intel's CommunicationStreamingArchitecture



(CSA) [5] is suchan implementationfor Gigabit Ethernet.
Placingtheadapteron theMCH allows for thebypassof the
I/O bus. By eliminating the I/O bus, we eliminateboth an
importantbottleneckanda sourceof dataerrors.In addition,
theadapteris betterenabledto computethechecksumof the
payloadonceplacedin systemmemory. Sucha computation
wouldsigni�cantly improvetheaccuracy andreliability of the
checksums.

3.5.4. Putting the 10GbE LAN/SAN Numbers in Perspec-
tive

We now turn to discussthe actualperformancethat onecan
expect out of Gigabit Ethernet,Myrinet, and even QsNet
(ratherthanthe theoreticalmaximumsshown in Figure5) in
orderto provideabetterreferencepointfor the10GbEresults.

Our extensive experiencewith 1GbE chipsets(e.g., In-
tel'se1000line andBroadcom'sTigon3)allowsusto achieve
near line-speedperformancewith a 1500-byteMTU in a
LAN/SAN environmentwith most payloadsizes. With ad-
ditional optimizationsin a WAN environment,similar perfor-
mancecanbeachievedbut with a 9000-byteMTU.10

For comparisonto Myrinet, we report Myricom's pub-
lishedperformancenumbersfor theiradapters[12, 13]. Using
theirproprietaryGM API, sustainedunidirectionalbandwidth
is 1.984Gb/sandbidirectionalbandwidthis 3.912Gb/s.Both
of thesenumbersarewithin 3% of the 2-Gb/sunidirectional
hardwarelimit. TheGM API providelatenciesontheorderof
6 to 7 � s. To usethis API, however, mayoftentimesrequire
rewriting portionsof legacy applications'code.

Myrinet providesa TCP/IPemulationlayer to avoid this
problem. The performanceof this layer, however is notably
lessthanthatof theGM API. Bandwidthdropsto 1.853Gb/s,
andlatenciesskyrocket to over30 � s.

Our experienceswith Quadrics'QsNetproducedunidirec-
tional bandwidthandlatency numbersof 2.456Gb/sand4.9

� s, respectively, usingQsNet's Elan3API. As with Myrinet's
GM API, the Elan3 API may require applicationcodesto
rewrite their network code,typically from a socketsAPI to
Elan3API. To addressthis issue,Quadricsalsohasa highly
ef�cient implementationof TCP/IPthatproduces2.240Gb/s
of bandwidthandunder30-� s latency. For additionalperfor-
manceresults,see[17].

In summary, whencomparingTCP/IPperformanceacross
all interconnecttechnologies,ourestablished10GbEthrough-
put number(4.11Gb/s) is over 300%betterthanGbE, over
120%betterthanMyrinet,andover80%thanQsNetwhile our
established10GbElatency number(19 � s) is roughly 400%
betterthanGbEand50%betterthanMyrinet andQsNet.Our
preliminary 10GbE throughputnumberof 7.2 Gb/s on the
Itanium-II systemsis nearly 700% better than GbE, nearly

10Internet2LandSpeedRecordseton November19, 2002: single-stream
TCP/IPof 923Mb/sovera distanceof 10,978km.

300% better than Myrinet, and over 200% better than Qs-
Net. Finally, evenwhencomparingour10GbETCP/IPperfor-
mancenumberswith the numbersfrom other interconnects'
specializednetwork software(e.g.,GM andElan3),we �nd
the 10GbEperformanceto be highly competitive — gener-
ally betterwith respectto throughputandslightly worsewith
respectto latency.

4. WAN Tests

In thissection,weprovideabrief accountof ourwide-area
network tests,andmorespeci�cally, ourInternet2LandSpeed
Recordeffort backin February2003.

4.1. Envir onment

In this section,we presenttheperformanceof our 10GbE
adaptersacrossa WAN that stretchedfrom Sunnyvale, Cal-
ifornia to Geneva, Switzerland(i.e., 10,037kilometers),as
shown in Figure9. The WAN utilized a loanedLevel3 OC-
192POS(10 Gb/s)circuit from theLevel3 PoPat Sunnyvale
to StarLight in Chicagoand then traversedthe transatlantic
LHCnetOC-48POS(2.5 Gb/s)circuit betweenChicagoand
Geneva.

At Sunnyvale, the OC-192 POS circuit originated at a
Cisco GSR 12406 router and was connectedto a Juniper
T640 (NSF TeraGrid router) at Starlight in Chicago. The
TeraGridrouterthencrossedover to a Cisco7609routerbe-
fore headingoverseasto a Cisco7606router in Geneva. In
traversingroughlyhalfwayacrosstheworld, our WAN traf�c
crossedtwo differentautonomoussystems:AS75(TeraGrid)
andAS503(CERN).

At eachendpoint, we hada dual2.4-GHzIntel XeonPC
with 2 GB of memoryanda dedicated133-MHz PCI-X bus
for the 10GbE adapter. Each node ran Linux 2.4.19 with
jumbo framesand optimized its buffer size to be approxi-
matelythebandwidth-delayproduct,i.e.,

echo ``4096 87380 128388607'' >
/proc/sys/net/ipv4/tcp_rmem

echo ``4096 65530 128388607'' >
/proc/sys/net/ipv4/tcp_wmem

echo 128388607 > /proc/sys/net/core/wmem_max
echo 128388607 > /proc/sys/net/core/rmem_max

/sbin/ifconfig eth1 txqueuelen 10000
/sbin/ifconfig eth1 mtu 9000

4.2. Experiment & Result

Theadditive increase,multiplicative decrease(AIMD) al-
gorithmgovernsTCP'sbandwidththroughasender-sidestate
variablecalledthecongestionwindow. TheAIMD algorithm
modi�es the sizeof the congestionwindow accordingto the
network conditions.Without any packet loss,thecongestion



Figure 9. 10Gigabit Ethernet WAN Environment

window normallyopensat a constantrateof onesegmentper
round-triptime; but eachtime a congestionsignalis received
(i.e.,packet loss),thecongestionwindow is halved.

However, as the bandwidth and latency increase,and
hence,increasingthebandwidth-delayproduct,theeffectof a
singlepacket lossis disastrousin theselongfatnetworkswith
gargantuanbandwidth-delayproducts.For example,in future
scenarios,e.g.,10-Gb/sconnectionfrom end-to-endbetween
Geneva andSunnyvale, Table 1 shows how long it takes to
recover from a packet lossandeventuallyreturnto theorigi-
nal transmissionrate(prior to thepacket loss),assumingthat
the congestionwindow size is equalto the bandwidth-delay
productwhenthepacket is lost.

To avoid this problem, one simply needsto reducethe
packet-lossrate. But how? In our environment,packet loss
is dueexclusively to congestionin the network, i.e., packets
aredroppedwhenthenumberof unacknowledgedpacketsex-
ceedstheavailablecapacityof thenetwork. In orderto reduce
thepacket-lossrate,we must“stop” the increaseof the con-
gestionwindow beforeit reachesa congestedstate.Because
explicit controlof thecongestion-controlwindow is notpossi-
ble,weturnto the�o w-controlwindow (TCPbuffer sizing)to
implicitly capthecongestion-window sizeto thebandwidth-
delayproductof the wide-areanetwork so that the network
approachescongestionbut avoidsit altogether.

As a result, using only a single TCP/IP streambetween
SunnyvaleandGeneva, we achieved an end-to-endthrough-
put of 2.38Gb/sover a distanceof 10,037kilometers. This
translatesinto moving aterabyteof datain lessthanonehour.

Why is this resultso remarkable?First, it is well-known
that TCP end-to-endthroughputis inverselyproportionalto
round-triptime; that is, thelongertheround-triptime (in this
case,180 ms, or approximately10,000timeslarger thanthe
round-triptime in the LAN/SAN), the lower the throughput.

Second,given that the bottleneckbandwidthis the transat-
lantic LHCnet OC-48POSat 2.5 Gb/s,achieving 2.38Gb/s
meansthat the connectionoperatedat roughly 99% payload
ef�ciency. Third, the end-to-endWAN throughputis actu-
ally larger thanwhat an applicationusertypically seesin a
LAN/SAN environment.Fourth,our resultssmashedboththe
single-andmulti-streamInternet2LandSpeedRecordsby 2.5
times.

5. Conclusion

With thecurrentgenerationof SAN interconnectssuchas
Myrinet andQsNetbeingtheoreticallyhardware-cappedat 2
Gb/sand3.2Gb/s,respectively, achieving over4 Gb/sof end-
to-end throughputwith 10GbEmakes it a viable commod-
ity interconnectfor SANs in addition to LANs. However,
its Achilles' heel is its 12-� s (best-case)end-to-endlatency,
which is 1.7 times slower than Myrinet/GM (but over two
times fasterthanMyrinet/IP) and2.4 timesslower thanQs-
Net/Elan3(but over two times fasterthanQsNet/IP).These
performancedifferencescanbe attributedmainly to the host
software.

In recent tests on the dual 2.66-GHz CPUs with 533-
MHz FSBIntel E7505-basedsystemsrunningLinux, wehave
achieved 4.64Gb/s throughput“out of the box.” The great-
estdifferencebetweenthesesystemsandthe PE2650sis the
FSB, which indicatesthat the CPU's ability to move — but
not process— data,might beanimportantbottleneck.These
testshavenot yetbeenfully analyzed.

To continuethis work, we arecurrentlyinstrumentingthe
Linux TCPstackwith MAGNETto performper-packetpro�l-
ing andtracingof thestack's controlpath. MAGNET allows
us to pro�le arbitrarysectionsof the stackwith CPU-clock
accuracy, while 10GbEstressesthestackwith previously im-



Path Bandwidth Assumption RTT (ms) MSS(bytes) Time to Recover

LAN 10Gbps 1 1460 428ms
Geneva - Chicago 10Gb/s 120 1460 1 hr 42min
Geneva - Chicago 10Gb/s 120 8960 17min

Geneva - Sunnyvale 10Gb/s 180 1460 3 hr 51min
Geneva - Sunnyvale 10Gb/s 180 8960 38min

Table 1. Time to Recover from a Single Packet Loss

possibleloads.Analysisof this datais giving usanunprece-
dentedlyhigh-resolutionpictureof themostexpensiveaspects
of TCPprocessingoverhead[4].

While a betterunderstandingof currentperformancebot-
tlenecksisessential,theauthors'pastexperiencewith Myrinet
andQuadricsleadsthemto believe thatanOS-bypassproto-
col, like RDMA over IP, implementedover 10GbEwould re-
sult in throughputapproaching8 Gb/s, end-to-endlatencies
below 10 � s,andaCPUloadapproachingzero.However, be-
causehigh-performanceOS-bypassprotocolsrequirean on-
board(programmable)network processoron theadapter, the
10GbEadapterfrom Intel currently cannotsupportan OS-
bypassprotocol.

Theavailability of 10-GigabitEthernetprovidesa remark-
able opportunity for network researchersin LANs, SANs,
MANs, andeven WANs in supportof networks of worksta-
tions, clusters,distributed clusters,and grids, respectively.
The unprecedented(commodity)performanceofferedby the
Intel PRO/10GbEserver adapteralso enabledus to smash
the Internet2Land SpeedRecord(http://lsr.internet2.edu)on
February27,2003,by sustaining2.38Gb/sacross10,037km
betweenSunnyvale,CaliforniaandGeneva,Switzerland,i.e.,
23,888,060,000,000,000meters-bits/sec.
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